***Categorical into Contrast***
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*Категориальные переменные в контрастные.* Создает из категориальных переменных контраст-переменные нескольких типов и их взаимодейственные переменные. Контраст-переменные нужны прежде всего тогда, когда нужно анализировать влияние качественных факторов методами, рассчитанными на количественные входящие (напр. линейная регрессия).

*Прочтите «*[*О SPSS макросах*](https://www.spsstools.net/ru/KO-aboutmacros)*» что они такое и как их запускать.*

*Ошибка “Protected directory”.* Некоторые из макросов, описанных в текущем документе, пишут временные файлы на жесткий диск. Если вы не обладаете полными правами Администратора вашего компьютера, это может вызвать ошибку, сообщающую среди прочего: *“SPSS Statistics cannot access a file... specifies a protected directory...”* и значащую, что дефолтная директория, какую макрос хочет использовать, защищена на вашем ПК. Чтобы решить эту проблему, в окне синтаксиса скомандуйте: CD 'myfolder'., где 'myfolder' есть путь/имя некоторой папки, куда вам разрешено сохранять файлы.

**МАКРОС !KO\_CATCONT: ПЕРЕКОДИРОВКА КАТЕГОРИАЛЬНЫХ ПЕРЕМЕННЫХ В КОНТРАСТ-ПЕРЕМЕННЫЕ**

Version 4, Feb 2022 (Version 1, Oct 2002). Tested on SPSS Statistics 20, 22, 26.

!KO\_catcont factors= v1 v2 /\*Одна или несколько категориальных переменных (факторов) поименно

/types= DEV SIM /\*Для каждого фактора тип контраста: IND, SIM, DEV, WDEV, HEL, WHEL,

/\*DIF, WDIF, REP, POL, WPOL, { }, файл

/spacing= /\*Для POL WPOL, интервализация: EQUAL (тж п/у) или ASIS

/inter= ALL /\*Если нужны взаимодействия: целое число или UP целое число или ALL

/\*напр. 3 значит "все 3-way", UP 3 значит "все до 3-way"

/seq= EFFECT /\*Порядок среди переменных-взаимодействий: комбинаторный (COMBIN, тж п/у)

/\*или по эффекту (EFFECT)

/id= id /\*Опционально: переменная-индикатор наблюдений

/print= /\*Распечатка: полная (LONG, тж п/у), краткая (SHORT), минимальная (NONE)

/savelmx= 'd:\exercise\lmx.sav' /\*Вывести составленную L-матрицу для факторов и

/\*(если заказано) взаимодействий: путь/имя файла.

Минимум надо задать FACTORS, TYPES.

Что нового июль 2024.

Добавлены взвешенные типы WDEV, WHEL, WDIF.

Макрос создает из категориальных или количественных дискретных переменных контраст-переменные нужного типа и опционально их взаимодействия. Он также выдает матрицы контраст-коэффициентов (**L**-матрицы). Если фактор состоит из *k* градаций, то из него образуется *k*-1 контраст-переменных. Выходящий массив, содержащий контраст-переменные, безымянен. Используйте Data > Merge Files > Add Variables для сшития его с входящим массивом.

Контраст-переменные это числовые, количественные переменные, в которые становится необходимо перекодировать межиндивидные факторы (категориальные переменные), чтобы факторы математически смогли сыграть роль предикторов в разных линейных и нелинейных предсказательных моделях. Из фактора создается набор контрастных переменных, совокупно замещающих собой межиндивидный фактор. Одним из типов контраст-переменных являются знаменитые фиктивные переменные.

Каждая контраст-переменная это воплощение определенного *контраста*. Контраст это взвешенная линейная комбинация градаций фактора. Благодаря тому, что веса суммируются в 0, контраст есть инструмент сравнения между выбранными отдельными градациями или смешениями таковых. А полиномиальные контрасты, относящиеся к фактору как к дискретному количественному, есть инструмент исследования линейных и нелинейных зависимостей от такого фактора. Упомянутые веса в контрасте называются контраст-коэффициентами, и они прямо связаны со значениями контраст-переменной, воплощающей данный контраст.

SPSS-процедуры, такие как General Linear Model, Logistic Regression и многие иные, берущие межиндивидные факторы, предлагают для них разные типы контрастов на выбор (эти типы называются еще categorical encoding schemes). От выбора зависит назначение программой тех или иных контраст-коэффициентов и через это – зависит *смысл* параметров в предсказательной модели. Однако упомянутые гибкие процедуры в SPSS не презентуют пользователю соответствующие контраст-переменные как данные: всё происходит за сценой. Макрос !KO\_CATCONT имеет целью именно дать пользователю сами контраст-переменные как данные, физически. Имея контраст-переменные в руках, можно использовать их в качестве континуальных регрессоров (ковариат) в таких процедурах, которые не рассчитаны на категориальные предикторы (факторы), а признают только количественные предикторы. К примеру, этим путем можно в процедуре Linear Regression получить некоторые результаты, связанные с факторами, которые получаемы в One-way Analysis of Variance или в General Linear Model. Вы можете использовать одни и те же контраст-переменные в моделях с интерцептом и без интерцепта, в моделях с ковариатами и без.

Ограничения. До 26 факторов во входящих. До 36 градаций в факторе. До 4-сторонних взаимодействий. Если задана п/к SAVELMX, то – до 4-х факторов во входящих и порядок взаимодействий не выше 3.

Именование выходящих переменных

Имя контраст-переменной состоит из символа и индекса. Символ обозначает фактор, из которого образована переменная, а индекс это порядковый номер контраст-переменной от данного фактора. Символы для факторов (в порядке их задания в FACTORS): *a*, *b*, ..., *z*. Индексы: *1*, *2*, ..., *9*, *0*, *A*, *B*, ..., *Z*. Так, первая контраст-переменная для первого фактора будет названа *a1*, вторая для этого же фактора будет *a2*, и так далее. Те же самые индексы, что используются для имен контраст-переменных, используются для нумерации градаций фактора (по возрастанию кодов в факторе). Это удобно, поскольку контраст-переменные мультиномиальных типов (см. п/к TYPE) отвечают градациям. У полиномиальных типов контраст-переменные отвечают не градациям, а степенным компонентам, для чего индексы *1*, *2*, ..., опять же, удобны.

Контраст-переменные взаимодействий наследуют эту систему поименования, являясь сцеплением. *a1b3*, например, есть 2-сторонее взаимодействие “a1 by b3”, или “a1\*b3”.

Факторные переменные. Помимо контраст-переменных выходящий массив содержит сами входящие факторы, только как текстовые переменные и в вышеописанной нотации. Факторы носят имена *a*, *b*, ..., а их градации (значения) есть индексы *1*, *2*, ..., и т.д. Обратите внимание, что такие значения будут всегда, как бы ни были кодированы входящие факторные переменные.

ДАННЫЕ, использованные в примерах.

id y y2 f1 f2 f3 f4 g1 g2 g3 g4 covar1

1 3 0 1 10 1 1 1 10 1 1 3

2 4 0 1 10 1 2 1 10 1 1 5

3 6 0 1 10 1 2 1 10 3 1 8

4 6 0 1 10 2 1 1 10 1 1 4

5 3 0 1 10 2 1 1 10 1 2 1

6 7 1 1 10 2 1 1 10 1 2 4

7 6 0 1 10 2 2 1 10 2 1 1

8 3 0 1 10 2 2 1 10 2 1 4

9 7 1 1 10 3 1 1 10 2 2 8

10 5 0 1 10 3 1 1 10 2 2 5

11 6 0 1 10 3 1 1 10 2 2 4

12 6 0 1 10 3 2 1 10 3 1 3

13 6 0 1 10 3 2 1 10 3 2 3

14 3 0 1 10 3 2 1 10 3 2 4

15 6 0 1 10 4 1 1 25 1 1 1

16 6 0 1 10 4 1 1 10 3 1 4

17 7 1 1 10 4 2 1 25 1 2 7

18 5 0 1 10 4 2 1 25 1 1 2

19 7 1 1 25 1 1 1 25 1 2 6

20 4 0 1 25 2 1 1 25 1 2 6

21 6 0 1 25 2 1 1 25 2 1 5

22 4 0 1 25 2 2 1 25 2 1 8

23 6 0 1 25 2 2 1 25 2 1 3

24 6 0 1 25 2 2 1 25 2 2 4

25 6 0 1 25 3 1 1 25 2 2 5

26 7 1 1 25 3 1 1 25 3 1 8

27 7 1 1 25 3 1 1 25 3 2 6

28 6 0 1 25 3 1 1 25 3 2 4

29 8 1 1 25 3 1 1 25 3 1 5

30 8 1 1 25 3 2 1 60 1 1 2

31 6 0 1 25 3 2 1 60 1 2 4

32 6 0 1 25 3 2 1 60 1 2 3

33 6 0 1 25 3 2 1 60 1 1 5

34 6 0 1 25 3 2 1 25 3 2 3

35 6 0 1 25 4 1 1 60 2 1 3

36 4 0 1 25 4 1 1 60 2 1 4

37 7 1 1 25 4 1 1 60 2 2 7

38 6 0 1 25 4 2 1 60 1 1 7

39 5 0 1 25 4 2 1 60 2 2 8

40 6 0 1 60 1 1 1 60 2 2 3

41 5 0 1 60 1 1 1 60 3 1 6

42 4 0 1 60 1 2 1 60 3 1 5

43 5 0 1 60 2 1 2 10 1 1 7

44 7 1 1 60 2 2 1 60 3 2 6

45 6 0 1 60 2 2 1 60 3 2 5

46 4 0 1 60 3 1 2 10 1 1 4

47 6 0 1 60 3 2 2 10 1 2 5

48 1 0 1 60 3 2 2 10 1 2 5

49 7 1 1 60 4 1 2 10 1 2 6

50 10 1 1 60 4 1 1 60 3 1 5

51 5 0 1 60 4 2 2 10 2 1 3

52 5 0 2 10 1 1 2 25 1 1 7

53 5 0 2 10 1 1 2 10 2 1 0

54 9 1 2 10 1 2 2 10 2 1 7

55 5 0 2 10 1 2 2 10 3 1 4

56 4 0 2 10 2 1 2 10 2 2 6

57 7 1 2 10 2 1 2 10 2 2 7

58 9 1 2 10 2 1 2 10 3 1 3

59 6 0 2 10 2 2 2 25 1 1 3

60 5 0 2 10 2 2 2 10 3 2 4

61 7 1 2 10 3 1 2 25 1 1 7

62 5 0 2 10 3 1 2 10 3 2 4

63 4 0 2 10 3 2 2 25 1 2 9

64 9 1 2 10 3 2 2 10 3 2 10

65 6 0 2 10 4 1 2 25 1 2 6

66 7 1 2 10 4 2 2 25 2 1 4

67 5 0 2 25 1 1 2 25 2 1 5

68 3 0 2 25 1 2 2 25 2 2 7

69 7 1 2 25 2 1 2 25 2 2 7

70 7 1 2 25 2 1 2 25 2 2 1

71 9 1 2 25 2 2 2 25 3 1 8

72 6 0 2 25 3 1 2 25 3 1 6

73 4 0 2 25 3 1 2 25 3 2 5

74 6 0 2 25 3 1 2 25 3 1 4

75 7 1 2 25 3 2 2 60 1 1 7

76 7 1 2 25 3 2 2 60 1 1 4

77 3 0 2 25 3 2 2 60 1 2 3

78 7 1 2 25 3 2 2 25 3 2 2

79 5 0 2 25 4 1 2 60 1 2 7

80 6 0 2 25 4 1 2 60 2 2 1

81 3 0 2 25 4 2 2 60 2 1 4

82 8 1 2 25 4 2 2 60 2 1 3

83 7 1 2 60 1 1 2 60 2 1 3

84 5 0 2 60 1 1 2 60 3 2 4

85 6 0 2 60 1 2 2 60 2 2 1

86 8 1 2 60 2 2 2 60 3 1 1

87 7 1 2 60 3 2 2 60 3 1 2

88 4 0 2 60 4 1 2 60 3 2 6

89 5 0 2 60 4 2 2 60 1 2 4

90 7 1 2 60 4 2 2 60 3 2 6

* F1, F2, F3, F4 это факторы (несбалансированные; если вместе с F4, то и с пустыми клетками в дизайне). G1, G2, G3, G4 это еще набор факторов (сбалансированные, если без G4).
* Факторы F2 и G2 кодированы количественными дискретными значениями, а не условными кодами. Это может играть роль только при SPACING=ASIS.
* Y это количественная зависимая переменная. Y2 – дихотомическая зависимая переменная. COVAR1 это количественная ковариата. Зависимые переменные и ковариаты не нужны для работы макроса; они используются в некоторых примерах этого документа.

ПРИМЕР 1.

!KO\_catcont factors= f1 f2 f3 /types= DEV DEV 'd:\exercise\f3\_lmx.sav'.

* Фактор F1 заказано раскодировать в набор контраст-переменных типа DEV, фактор F2 – тоже в тип DEV. Фактор F3 заказано раскодировать в контраст-переменные, отвечающие пользовательской контраст-матрице, последняя указана как внешний файл.
* F1 (2 градации) даст контраст-переменную a1. F2 (3 градации) даст контраст-переменные b1, b2. F3 (4 градации) даст контраст-переменные c1, c2, c3. Контраст-переменных на 1 меньше, чем есть градаций в факторе. В каждом факторе последняя градация принимается за reference. Смысл контраст-переменных типа DEV описан в п/к TYPES.
* Контраст-переменные выведены как новый безымянный массив данных. Три исходных фактора скопированы туда же, но под именами a, b, c и в текстовом формате; коды им макрос назначает сам (это всегда индексы 1, 2, ..., 9, 0, A, B, ..., Z).

***Подкоманды***

**FACTORS**

Поименно числовые переменные (факторы), минимум одна, из которых надо получить контраст-переменные. Каждое уникальное валидное значение в переменной считается факторной градацией. Значения дискретны, хотя не обязаны быть целыми. Если SPACING=ASIS, они должны быть положительными. Имена могут повторяться в списке. Порядок градаций в факторе отвечает возрастающему сортировочному порядку значений.

Пропущенные значения макрос отсеивает списочно (listwise), т.е. из всех факторов (и ID-переменной) заодно.

**TYPES**

Список в соответствие FACTORS: укажите для каждого фактора тип контраста, в который хотите перекодировать данный фактор. Вы можете также написать один тип со словом ALL после него – тогда ко всем факторам будет применен данный тип. Слово ALL нельзя употреблять, если тип пользовательский.

Фактору из *k* градаций соответствует *k*-1 контрастов, и каждому контрасту отвечает своя выдаваемая контраст-переменная. Таким образом, набор из *k*-1 числовых переменных будет создан из каждого фактора. Таблица значений контраст-переменных (*k* градаций × *k*-1 контрастов) называется **C-матрицей** (= кодировочной матрицей, basis matrix, summarized design matrix). Ей соответствует **L-матрица** (контраст-матрица, матрица контраст-коэффициентов) размерностью *k*-1 контрастов × *k* градаций. Макрос показывает обе матрицы при PRINT=LONG; причем **L**-матрицу показывает транспонированной.

Математическое отношение между матрицами: **L+ =** **C+-1** и **C+ = L+-1**, где **C+** это **C** с добавленным 1-м столбцом из единиц и **L+** это **L** с добавленным 1-м рядом из 1/*k*. Одну матрицу из другой можно получить также псевдообращением, однако это верно не для всех контраст-типов.

Число контрастов на 1 меньше числа значений в факторе по причине мультиколлинеарности: определитель SSCP-матрицы (т.е. матрицы **X´X**) набора контраст-переменных **X** стал бы равен 0, если бы число создаваемых контраст-переменных было *k*, а не *k*-1[[1]](#footnote-1).

Примеры **C** и **L** матриц. Пусть есть фактор *A* с тремя градациями (*1*, *2*, *3*).

Кодировочная матрица **C** и контраст-матрица **L** для типа Indicator (dummy):

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Контраст-переменные | |  |  | Градации | | |
| Градации | a1 | a2 |  | Контрасты | *A=1* | *A=2* | *A=3* (ref.) |
| *A=1* | 1 | 0 |  | a1 | 1 | 0 | -1 |
| *A=2* | 0 | 1 |  | a2 | 0 | 1 | -1 |
| *A=3* (ref.) | 0 | 0 |  |  |  |  |  |

Кодировочная матрица **C** и контраст-матрица **L** для типа Deviation:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Контраст-переменные | |  |  | Градации | | |
| Градации | a1 | a2 |  | Контрасты | *A=1* | *A=2* | *A=3* (ref.) |
| *A=1* | 1 | 0 |  | a1 | 0.6666 | -0.3333 | -0.3333 |
| *A=2* | 0 | 1 |  | a2 | -0.3333 | 0.6666 | -0.3333 |
| *A=3* (ref.) | -1 | -1 |  |  |  |  |  |

В **L**-матрице виден смысл каждого контраста (контраст-переменной), а именно, что будет *означать* регрессионный параметр при данной контраст-переменной, если ввести весь набор контраст-переменных, полученных из фактора, в качестве множественных количественных предикторов (ковариат). В каждом ряду **L**-матрицы коэффициенты суммируются в 0, и «контрастируемые» положительные vs отрицательные коэффициенты показывают, какие градации с какими градациями сравниваются данным контрастом (и следовательно, соответствующей контраст-переменной). Контраст-коэффициенты это веса в линейной комбинации градаций или значений фактора: ненулевые веса показывают, что с чем сопоставляется. Осмотр контраст-коэффициентов *не* позволяет предсказать результат – величину сравнения (= значение регрессионного параметра), но позволяет понять *содержание* его.

Типы контрастов и соответствующий каждому типу смысл регрессионных параметров при контраст-переменных приведены ниже.

a) **Мультиномиальные типы**. Фактор принимается за категориальную переменную. Каждый из *k*-1 контрастов соответствует одной градации фактора, сравнивая ее с определенной другой градацией или с микстом градаций.

IND - тип **индикаторный** (indicator). Это так называемые фиктивные (dummy) переменные; они двоичные (1 vs 0). Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и *k*-й градацией. Интерцепт регрессии будет функцией предсказания в *k*-й градации. *k*-я градация reference, для нее нет контраст-переменной и ее параметр логически есть 0. Контрасты этого типа неортогональны; при сбалансированном факторе контраст-переменные коррелируют с r = -1/(*k*-1). Тип IND следует толковать несколько иначе, чем тут сказано, когда в модели есть межфакторные взаимодействия (см. ПРИМЕР 8).

SIM - тип **простой** (simple). **C**-матрица данного типа контраста совпадает с **C**-матрицей типа IND после центрации столбцов последней. **L**-матрицы их одинаковы. SIM эквивалентен IND и осуществляет те же самые сравнения, отличаясь от IND лишь интерцептом: интерцепт регрессии будет функцией предсказания, невзвешенно усредненной между всеми градациями. Контрасты неортогональны; при сбалансированном факторе контраст-переменные коррелируют с r = -1/(*k*-1). SIM эквивалентен IND, однако, только в отсутствие в модели межфакторных взаимодействий. См. ПРИМЕР 8, поясняющий различия между SIM и IND в присутствии таких взаимодействий. Когда есть взаимодействия, в обычном случае надо использовать SIM, не IND.

DEV - тип **отклонений** (deviation aka effect). Это троичные переменные (1, 0, -1; а при *k*=2 только 1, -1). Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и невзвешенным усреднением между всеми градациями. Интерцепт регрессии будет этой функцией предсказания, невзвешенно усредненной между всеми градациями (как в SIM). *k*-я градация reference, для нее нет контраст-переменной и ее параметр равен взятой с обратным знаком сумме остальных *k*-1 параметров. Контрасты этого типа неортогональны; при сбалансированном факторе контраст-переменные коррелируют с r = 0.5. Данный тип часто выступает дефолтным для межиндивидных факторов в ANOVA.

WDEV - **взвешенный** тип **отклонений**. Эта версия предыдущего учитывает факт возможной несбалансированности. Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и взвешенным (размером градации) усреднением между всеми градациями. Интерцепт – как при DEV. В условиях сбалансированного фактора этот тип совпадает с DEV.

HEL - тип **Хелмерта** (Helmert). Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и невзвешенным усреднением между последующими градациями. Интерцепт регрессии будет функцией предсказания, невзвешенно усредненной между всеми градациями. Для *k*-й градации нет контраст-переменной. Контрасты этого типа ортогональны, поэтому если фактор сбалансированный, контраст-переменные получаются некоррелированны.

WHEL - **взвешенный** тип **Хелмерта**. Эта версия предыдущего учитывает факт возможной несбалансированности. Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и взвешенным (размером градации) усреднением между последующими градациями. Интерцепт – как при HEL. Контраст-переменные получаются всегда некоррелированны. Однако контрасты в **L**-матрице ортогональны только в условиях сбалансированного фактора (тогда этот тип совпадает с HEL).

DIF - тип **разниц** (difference), или **обратный контраст Хелмерта** (reverse Helmert). Это перевернутый предыдущий тип. Для 1-й градации нет контраст-переменной. Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*+1-й градацией и невзвешенным усреднением между предшествующими градациями. Интерцепт регрессии будет функцией предсказания, невзвешенно усредненной между всеми градациями. Контрасты этого типа ортогональны, поэтому если фактор сбалансированный, контраст-переменные получаются некоррелированны.

WDIF - **взвешенный** тип **разниц**. Эта версия предыдущего учитывает факт возможной несбалансированности. Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*+1-й градацией и взвешенным (размером градации) усреднением между предшествующими градациями. Интерцепт – как при DIF. Контраст-переменные получаются всегда некоррелированны. Однако контрасты в **L**-матрице ортогональны только в условиях сбалансированного фактора (тогда этот тип совпадает с DIF).

REP - тип **повторительный** (repeated). Регрессионный параметр при *i*-й контраст-переменной будет сравнением функции предсказания между: *i*-й градацией и *i*+1-й градацией. Интерцепт регрессии будет функцией предсказания, невзвешенно усредненной между всеми градациями. Для *k*-й градации нет контраст-переменной. Контрасты этого типа неортогональны; при сбалансированном факторе контраст-переменные коррелируют положительно с разной силой.

*k*-я градация в типах IND, SIM и DEV/WDEV именуется reference, и ее выбор произволен (на пользователе). Если вы хотите назначить reference-градацией не *k*-ю градацию, то просто перекодируйте входящий фактор: припишите самый высокий код той градации, которую желаете сделать reference. Она станет *k*-й и reference. Типы HEL/WHEL, DIF/WDIF и REP упорядочивают градации, поэтому reference-градация при этих типах «фиксирована» и должна планироваться заранее при кодировке фактора.

Мультиномиальные типы, кроме WDEV, WHEL, WDIF ­– невзвешенные: **L** и **C** матрицы вычисляются одинаково как при сбалансированном, так и несбалансированном факторе.

Мультиномиальные типы контрастов существуют в SPSS Statistics в GLM/UNIANOVA, MANOVA, LOGISTIC REGRESSION и некоторых других процедурах. Тип IND присутствует не везде (по ряду причин); почти всегда вместо него годится тип SIM.

ПРИМЕР 2. Тип Indicator.

dataset name data.

!KO\_catcont factors= g1 g3 /types= IND ALL.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует факторы G1 (2 градации), G3 (3 градации) в тип IND каждый.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

regression /dependent= y /method= enter a1 b1 b2.

unianova y with a1 b1 b2 /print parameter /design= a1 b1 b2.

* Эти две команды эквивалентны, они делают регрессию Y по контраст-переменным как количественным предикторам.
* Регрессионный параметр при b1, например, равен разнице : , поскольку соответствующие коэффициенты в L-матрице фактора B (т.е. G3) есть 1 0 -1. Это есть сравнение градации B=1 с reference-градацией B=3 (контраст-тип IND). Разумеется, поскольку в нашей модели есть еще второй фактор, и он с 2-мя градациями, то каждый член вышеприведенной разницы – это число, которое есть средняя из 2-х чисел (одно на каждую градацию второго фактора). Т.е. : составное: это средняя двух чисел : ; и аналогично – в отношении : .
* Интерцепт при типе IND равен reference градации. Поскольку факторов в модели два, то интерцепт есть на пересечении их reference градаций; т.е. равен .

unianova y by a b /print parameter /design= a b.

* ANOVA Y по факторам A и B (т.е. = G1 и G3), модель главных эффектов. Обратите внимание, что параметры, выдаваемые UNIANOVA, совпадают с регрессионными параметрами, полученными выше на контраст-переменных. Это оттого, что процедура UNIANOVA (т.е. GLM) внутренне основана на раскодировке факторов в Индикаторный тип.

ПРИМЕР 3. Типы Deviation и Repeated.

dataset name data.

!KO\_catcont factors= f2 f3 /types= DEV REP.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует фактор F2 (3 градации) в тип DEV и фактор F3 (4 градации) в тип REP.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

regression /dependent= y /method= enter a1 a2 b1 b2 b3.

unianova y with a1 a2 b1 b2 b3 /print parameter /design= a1 a2 b1 b2 b3.

* Эти две команды эквивалентны, они делают регрессию Y по контраст-переменным как количественным предикторам.
* Регрессионный параметр при a1, например, равен разнице : , поскольку соответствующие коэффициенты в L-матрице фактора A (т.е. F2) есть .6667 -.3333 -.3333. И эта разница равна: , что есть сравнение градации A=1 с невзвешенной средней всех трех градаций (контраст-тип DEV). Разумеется, поскольку в модели есть еще второй фактор (как было и в предыдущем примере), и он с 4-мя градациями, то каждый член вышеприведенной разницы – это число, которое есть средняя из 4-х чисел (одно на каждую градацию второго фактора).
* Регрессионный параметр при b2, например, равен разнице : , поскольку соответствующие коэффициенты в L-матрице фактора B (т.е. F3) есть 0 1 -1 0. Это сравнение градации B=2 с градацией B=3 (контраст-тип REP). Разумеется, поскольку в модели есть еще второй фактор, и он с 3-мя градациями, то каждый член вышеприведенной разницы – это число, которое есть средняя из 3-х чисел (одно на каждую градацию второго фактора).
* Интерцепт при типах DEV и REP это средняя всех уникальных значений .

unianova y by a b /contrast(a)= deviation /contrast(b)= repeated /print parameter /design= a b.

* ANOVA Y по факторам A и B (т.е. = F2 и F3), модель главных эффектов. Для фактора A заказан тип Deviation, а для фактора B тип Repeated. Результаты – оценки контрастов в таблице “Contrast Results (K Matrix)” – совпадают с регрессионными параметрами, полученными выше на контраст-переменных.
* Обратите внимание, параметры в таблице “Parameter Estimates” не совпадают с этими результатами. Это потому, что, как сказано в ПРИМЕРЕ 2, в GLM эта таблица всегда отвечает кодировке Indicator. Однако в процедуре MANOVA, где алгоритм более прямой, чем в GLM, параметры всегда отвечают тому типу контраста, который вы заказали:

autorecode a b /into a# b#.

manova y by a#(1 3) b#(1 4) /contrast(a#)= Deviation /contrast(b#)= Repeated

/print= parameters(estim) design(all) /design= a# b#.

* Тот же анализ посредством процедуры MANOVA (A# и B# это просто числовые копии A и B; вы могли бы задать вместо них входящие F2 F3 с тем же успехом). Параметры (таблица “Estimates”) совпадают с оценками контрастов в UNIANOVA и регрессионными параметрами, полученными на контраст-переменных.
* Подробный отчет PRINT= DESIGN(ALL) показывает в числе прочего кодировочные матрицы (Basis matrices), которые показывает и !KO\_CATCONT. Матрица “Between-Subjects Design Matrix” это резюме значений всех контраст-переменных вместе, т.е. является этим:

dataset declare aggr.

aggregate /outfile= 'aggr' /BREAK= a b

/a1\_first=FIRST(a1)

/a2\_first=FIRST(a2)

/b1\_first=FIRST(b1)

/b2\_first=FIRST(b2)

/b3\_first=FIRST(b3).

* (кроме 1-го столбца, который в выдаче MANOVA соответствует интерцепту).

ПРИМЕР 3a. Тип Deviation невзвешенный и взвешенный.

dataset name data.

!KO\_catcont factors= f3 f3 /types= DEV WDEV.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует фактор F3 (4 градации) один раз в тип DEV (переменные a1 a2 a3) и второй раз в тип WDEV (переменные b1 b2 b3). Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

regression /dependent= y /method= enter a1 a2 a3.

regression /dependent= y /method= enter b1 b2 b3.

* Первая регрессия использует a1 a2 a3 в качестве предикторов. Регрессионный параметр при типе DEV – это разница средних между градацией и невзвешенной общей средней всех градаций. Параметр при a1, например, есть разница : .
* Вторая регрессия использует b1 b2 b3 в качестве предикторов. Регрессионный параметр при типе WDEV – это разница средних между градацией и взвешенной общей средней всех градаций, т.е. total средней выборки. Параметр при b1, например, есть разница : .

b) **Полиномиальные типы**. Фактор принимается не за категориальный фактор, а за переменную количественную (см. подкоманду SPACING). Порождаются линейный, квадратный, и более высокой степени контрасты для изучения линейной и криволинейной зависимостей от такого мерного предиктора. 1-й контраст отвечает линейной зависимости от него, 2-й контраст – квадратной зависимости сверх линейной, 3-й контраст – кубической зависимости сверх[[2]](#footnote-2) линейной и квадратной, и так далее. *i*-я контраст-переменная соответствует, таким образом, не *i*-й градации (как у мультиномиальных типов), а *i*-й степени, степени нелинейности. Порождается *k*-1 контрастов, которые все вместе вполне заменяют собой фактор. Макрос предлагает два типа – невзвешенный и взвешенный. Эти два типа тождественны в случае, если фактор сбалансированный (равноразмерные группы), они различаются в ситуации несбалансированного фактора.

POL - **невзвешенный полиномиальный** (unweighted polynomial). Этот тип игнорирует факт несбалансированности: уровням фактора придается равная значимость. Невзвешенные контрасты всегда ортогональны в **L**-матрице (а **C** совпадает с **L**´). Контраст-переменные получаются некоррелированны только в условиях сбалансированного фактора.

WPOL - **взвешенный полиномиальный** (weighted polynomial). Этот тип учитывает факт несбалансированности, и контраст-переменные получаются всегда некоррелированны. Однако контрасты в **L**-матрице ортогональны только в условиях сбалансированного фактора.

Взвешенный полиномиальный контраст существует в SPSS Statistics в One-way Analysis of Variance (ONEWAY). Невзвешенный тип существует также в GLM/UNIANOVA, MANOVA, LOGISTIC REGRESSION и ряде других процедур.

ПРИМЕР 4. Полиномиальные контрасты.

dataset name data.

!KO\_catcont factors= f3 f3 /types= POL WPOL.

match files /file= data /file= \*.

execute.

dataset name merged.

* В этом примере один и тот же фактор F3 (4 уровня, фактор несбалансированный) раскодируется один раз в невзвешенный полиномиальный тип (получится набор переменных a1 a2 a3), второй раз в взвешенный полиномиальный тип (получится набор переменных b1 b2 b3). Переменные последнего типа некоррелированны, несмотря на несбалансированность.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

regression /dependent= y /method= enter a1 a2 a3.

unianova y by f3 /contrast(f3)= polynomial /design= f3.

* Регрессия на контраст-переменных (невзвешенный полиномиальный тип) дает те же результаты, что ANOVA с заказом полиномиального типа для фактора F3.
* В модели с предикторами a1, a2, a3 регрессионный коэффициент при a1 выражает линейный тренд, коэффициент при a2 выражает квадратный тренд (сверх линейного), коэффициент при a3 выражает кубический тренд (сверх линейного и квадратного).

regression /dependent= y /method= enter b1 b2 b3.

oneway y by f3 /polynomial= 3.

* Регрессия на контраст-переменных (взвешенный полиномиальный тип) дает те же результаты, что ANOVA с заказом взвешенного полиномиального типа для фактора F3. Взвешенный тип в SPSS Statistics можно получить в процедуре ONEWAY. Эта процедура не показывает в Anova-таблице значения контрастов (т.е. оценки параметров), но показывает их *p*-значения. И они те же, что *p*-значения параметров в регрессии. В Anova-таблице вы видите как взвешенный полиномиальный тип, так и невзвешенный полиномиальный тип (результаты для последнего мы уже получили выше).

c) **Пользовательский**, или специальный контраст. Инлайн-ввод или имя файла.

*матрица/файл* - **пользовательский контраст**. Введите свою матрицу контраст-коэффициентов (**L**-матрицу) для фактора, размером *k*-1 контрастов × *k* градаций. В норме сумма коэффициентов в каждом контрасте должна быть нулевой.

Если ввод инлайн, то поместите матрицу в фигурные скобки {}; элементы ряда разделяются запятой, ряды разделяются точкой-с-запятой. Матрица пишется по-рядно. Перенос на новую строку – произволен. Пример матрицы с *k*=4:

{ 3, -1, -1, -1;

0, 2, -1, -1;

0, 0, 1, -1 }

Она же одной строкой: {3, -1, -1, -1; 0, 2, -1, -1; 0, 0, 1, -1}

Элементы вводимой матрицы не обязаны быть целыми, но должны быть числами, не выражением (*не* разрешается, в частности, вводить натуральные дроби, к примеру: -1/3).

Если же указываете имя .SAV файла (в кавычках или апострофах), то его данные должны быть подобным *k*-1 × *k* массивом числовых коэффициентов; имена столбцов роли не играют.

ПРИМЕР 5.

!KO\_catcont factors= g2 g3 g4 /types= {1,-0.5,-0.5;0,1,-1} 'd:\exercise\g3\_lmx.sav' HEL /inter= ALL.

* Фактору G2 (3 градации) заказана пользовательская контраст-матрица (2×3), введенная инлайн. Фактору G3 (3 градации) заказана контраст-матрица (2×3), внешний файл; эта матрица была: {-1,0,1;-0.333333,-0.333333,0.666666}. Фактору G4 заказан тип Helmert.
* Затребовано создать и переменные-взаимодействия.

Ортогональность контрастов. Выше было отмечено, что контрасты типов HEL, DIF, POL – ортогональные[[3]](#footnote-3). *Ортогональными* контрастами называют такие, для которых сумма произведений соответствующих элементов у каждой пары рядов в **L**-матрице равна 0; другими словами, **LL´** есть диагональная матрица. Когда контрасты ортогональны, то в условиях сбалансированного фактора контраст-переменные не коррелируют между собой, поэтому их индивидуальные эффекты не будут перекрываться и станут суммироваться точно в общее предсказание всем их набором. Если же фактор несбалансированный или если контрасты не ортогональные, то контраст-переменные коррелируют, поэтому их индивидуальные эффекты будут перекрываются и суммарно окажутся меньше общего предсказания их набором. Так имеет место при одновременном вводе всех переменных набора как предикторов (что соответствует Type III SS aka *unique* method). Вы можете вводить контраст-предикторы последовательно (Type I SS aka *sequential* method), но следует как правило использовать весь набор: контраст переменные подразумевают друг друга, т.к. вместе представляют единый фактор и исчерпывают его.

Контрасты при наличии взаимодействий. Когда в модели есть взаимодейственные статьи, смысл контраста, принадлежащего фактору (т.е. главному эффекту), уточняется с учетом присутствия взаимодействий. Смысл контраста не меняется фундаментально, а конкретизируется с поправкой на взаимодействия. См. ПРИМЕР 8, 9. Особо отметим, что в условиях присутствия взаимодействия смысл контрастов типов IND и SIM, базово похожих, конкретизируется неодинаково.

**SPACING**

Эта подкоманда действует только для полиномиальных контрастов: TYPES упоминает кл. слово POL или WPOL. По умолчанию и при SPACING=EQUAL градации фактора принимаются разделенными равными интервалами, реальная кодировка входящих факторов, которым назначен полиномиальный тип, не играет роли. Т.е. фактор берется как порядковый и затем уровням приписываются количественные значения («метрики») 1, 2, 3...

При SPACING=ASIS кодировка входящих факторов, которым назначен полиномиальный тип, берется как есть, т.е. фактор используется как готовая мерная переменная с существующими в ней соотношениями интервалов между уровнями. Только соотношение интервалов, не величина значений, играет роль. Значения должны быть положительными.

ПРИМЕР 6.

dataset name data.

!KO\_catcont factors= g3 g2 /types= POL POL /spacing= ASIS.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует факторы G3 и G2 в тип POL. SPACING=ASIS требует относиться к значениям входящих G3, G2 буквально, как к интервальным.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

unianova y with a1 a2 b1 b2 /print parameter /design= a1 a2 b1 b2.

unianova y by g3 g2 /contrast(g3)= polynomial(1 2 3) /contrast(g2)= polynomial(10 25 60) /design= g3 g2.

* Эти две команды эквивалентны. Первая делает регрессию Y по контраст-переменным, полученным из факторов. Вторая делает ANOVA, раскодирующий факторы в полиномиальный тип. Регрессионные параметры в первой команде совпадают с оценками контрастов в таблице “Contrast Results (K Matrix)” второй команды.
* Заметьте, что в задании второй команды, в подкомандах CONTRAST, затребованы пользовательские интервалы между градациями в факторе. В данном случае указаны сами значения входящих факторов как они есть. Такое задание соответствует тому, что мы сделали при создании контраст-переменных, указав SPACING=ASIS в !KO\_CATCONT.

**INTER**

По умолчанию макрос создает только контраст-переменные факторов (т.е. главных эффектов). Если вам нужны и контраст-переменные, являющие взаимодействия факторов, когда факторов больше одного, то затребуйте их здесь. Эти переменные создаются перемножением факторных контраст-переменных (сами факторные контраст-переменные не зависят от подкоманды INTER). Высший порядок, который вы вправе заказать – 4-сторонние взаимодействия.

Укажите порядок целым числом от 2 до 4. Ключевое слово UP перед числом означает «все взаимодействия вплоть до» этого порядка. Например, UP 3 есть заказ на 2-сторонние и 3-сторонние взаимодействия. Вы также можете написать INTER=ALL, что значит «все возможные взаимодействия» (но не выше порядка 4). INTER=2 и INTER= UP 2 эквивалентны, т.к. 2 это самый малый порядок взаимодействий.

Если в факторах много градаций, заказ взаимодействий существенно замедляет работу и нагружает ресурс оперативной памяти. !KO\_CATCONT делает почти всю работу в RAM-памяти.

ПРИМЕР 7.

dataset name data.

!KO\_catcont factors= g1 g2 g3 g4 /types= SIM IND SIM DEV /inter= UP 3 /seq= EFFECT /print= SHORT.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует факторы G1, G2, G3, G4 соответственно в заказанные типы SIM, IND, SIM, DEV. Из контраст-переменных затребовано создать контраст-переменные взаимодействий факторов вплоть до 3-сторонних.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

logistic regression y2

/method= enter a1 b1 b2 c1 c2 d1 a1b1 a1b2 a1c1 a1c2 a1d1 b1c1 b1c2 b2c1 b2c2 b1d1 b2d1 c1d1 c2d1

a1b1c1 a1b1c2 a1b2c1 a1b2c2 a1b1d1 a1b2d1 a1c1d1 a1c2d1 b1c1d1 b1c2d1 b2c1d1 b2c2d1 covar1.

* Логистическая регрессия Y2 по контраст-переменным, включая взаимодейственные, как количественным предикторам. Ковариата COVAR1 также включена в модель.

logistic regression y2

/method= enter a b c d a\*b a\*c a\*d b\*c b\*d c\*d a\*b\*c a\*b\*d a\*c\*d b\*c\*d covar1

/categorical= a b c d

/contrast(a)= simple /contrast(b)= indicator /contrast(c)= simple /contrast(d)= deviation.

* Логистическая регрессия Y2 по факторам A, B, C, D (т.е. = G1, G2, G3, G4), модель с главными и эффектами и взаимодействиями до 3-сторонних; ковариата COVAR1 также присутствует. Заказанные типы контрастов, т.е. способы раскодировки факторов: Simple, Indicator, Simple, Deviation. Результаты – регрессионные параметры – совпадают с таковыми, полученными выше на контраст-переменных.

**SEQ**

Эта подкоманда сказывается только на последовательности, в какой идут в выдаче контраст-переменные взаимодействий. По умолчанию и при SEQ=COMBIN это комбинаторный порядок. При SEQ=EFFECT все переменные, составляющие эффект, собраны вместе. Например, если есть факторы A (3 градации), B (3 градации) и C (2 градации), то комбинаторный порядок контраст-переменных 2-сторонних взаимодействий такой:

a1b1 a1b2 *a1c1* a2b1 a2b2 *a2c1* b1c1 b2c1

А порядок тех же переменных при SEQ=EFFECT:

a1b1 a1b2 a2b1 a2b2 *a1c1 a2c1* b1c1 b2c1

Переменные, составляющие эффекты A\*B, A\*C, B\*C, не разлучены.

**ID**

Опциональная числовая переменная-идентификатор наблюдений, укажите имя. Т.к. макрос отсеивает невалидные наблюдения списочно, в выходящем массиве может случиться меньше наблюдений, чем во входящем. ID-переменная позволит правильно сшить входящий массив с выданными макросом переменными.

**PRINT**

Отчет в окно результатов:

LONG - (тж. по умолчанию/незаданию) полный отчет, включая **C**- и **L**-матрицы для каждого фактора, проверка ортогональности контрастов и т.д.

SHORT - краткий отчет: информация о факторах: их символы, градации, частоты; определитель корреляционной матрицы контраст-переменных[[4]](#footnote-4).

NONE - отменить отчет, кроме информации о символах факторов.

**SAVELMX**

Опциональная подкоманда составить и сохранить **L**-матрицу (матрицу контраст-коэффициентов) для всех факторов вместе и их взаимодействий (если последние были заказаны в INTER). Вы можете впоследствии ввести эту **L**-матрицу (целиком или избранные ее ряды, контрасты) в такие процедуры как GLM/UNIANOVA, ONEWAY, MANOVA, LOGISTIC REGRESSION, COXREG, MIXED и другие. В этих процедурах существуют подкоманды LMATRIX или CONTRAST или TEST или EMMEANS с опцией указания пользовательских контрастов через синтаксис. См. ПРИМЕР 10, где **L**-матрица вводится в подкоманду LMATRIX процедуры GLM.

Если были заказаны взаимодействия, дизайн-таблица которых содержала пустые клетки, подкоманда SAVELMX не изготовит матрицу и выдаст предупреждение.

Укажите путь/имя .SAV файла в кавычках или апострофах, для сохранения. П/к SAVELMX разрешена только если факторов не больше 4-х и взаимодействия, если заказаны, не выше порядка 3. Структура **L**-матрицы такова:

![](data:image/png;base64,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)

Ряды – это контрасты и соответствуют контраст-переменным (сумма коэффициентов в каждом ряду в норме 0), а столбцы соответствуют всем факторным уровням и (если заказаны взаимодействия) межфакторным комбинациям уровней. Другими словами, столбцы это подробный перечень всех статей дизайна в “overparameterized” стиле (т.е. без исключения “redundant” градаций). Левую-верхнюю часть занимают по-факторные **L**-матрицы, сшитые блок-диагонально. Если взаимодействия не заказывались, матрица есть только эта часть. Правую часть занимают коэффициенты, появившиеся из-за вовлечения взаимодействий в модель. Заметьте, что эти коэффициенты для контрастов-главных эффектов (“for main effects”) в этой правой части матрицы не нулевые; они представляют собой «расписание» коэффициентов, существующих в левой части, по ячейкам межфакторного дизайна.

ПРИМЕР 8. Индикаторный и простой типы в присутствии взаимодействия.

!KO\_catcont factors= g2 g3 /types= SIM ALL /inter= ALL /savelmx= 'd:\exercise\sim\_lmx.sav'.

get file 'd:\exercise\sim\_lmx.sav'.

format all (f6.4).

list.

* Макрос раскодирует факторы G2 (3 градации) и G3 (3 градации) в тип SIM. Заказаны взаимодействия между факторами. Объединенная L-матрица сохранена. В ней столбцы 1–3 отвечают главному эффекту A (= G2), столбцы 4–6 отвечают главному эффекту B (= G3), столбцы 7–15 отвечают эффекту A\*B ( = G2\*G3).
* Рассмотрим для примера 1-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1 и выражает смысл регрессионного параметра при этой переменной в условиях, если все 8 контраст-переменных выступают регрессорами, т.е. в условиях модели A B A\*B).

Этот контраст есть: A 1 0 -1 B 0 0 0 A\*B 1/3 1/3 1/3 0 0 0 -1/3 -1/3 -1/3, то есть:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | B | | |
|  |  | 0 | 0 | 0 |
| A | 1 | 1/3 | 1/3 | 1/3 |
| 0 | 0 | 0 | 0 |
| -1 | -1/3 | -1/3 | -1/3 |

Как видим, 1-й контраст типа Simple сравнивает 1-ю градацию фактора A с 3-й его градацией, и в условиях присутствия взаимодействия каждый из двух ненулевых коэффициентов поровну «расписан» между уровнями второго фактора (B), с которым A взаимодействует. Если в отсутствие взаимодейственного эффекта в модели сравнение было бы разницей : , игнорируя фактор B, то в условиях присутствия взаимодействия эта разница скорректирована: . Разница равномерно «размазана» по градациям B.

* Рассмотрим 5-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1b1 и выражает смысл регрессионного параметра при этой переменной, являющейся статьей эффекта взаимодействия A\*B).

Этот контраст есть: A 0 0 0 B 0 0 0 A\*B 1 0 -1 0 0 0 -1 0 1, то есть:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | B | | |
|  |  | 0 | 0 | 0 |
| A | 0 | 1 | 0 | -1 |
| 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | 1 |

Как видим, 1-й взаимодейственный контраст являет разницу : (; регрессионный коэффициент при a1b1 будет этим сравнением.

* Интерцепт при типе SIM это средняя всех уникальных значений .

!KO\_catcont factors= g2 g3 /types= IND ALL /inter= ALL /savelmx= 'd:\exercise\ind\_lmx.sav'.

get file 'd:\exercise\ind\_lmx.sav'.

format all (f6.4).

list.

* Этот пуск макроса полностью как предыдущий, но раскодирует факторы в тип IND.
* Рассмотрим для примера 1-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1 и выражает смысл регрессионного параметра при этой переменной в условиях, если все 8 контраст-переменных выступают регрессорами, т.е. в условиях модели A B A\*B).

Этот контраст есть: A 1 0 -1 B 0 0 0 A\*B 0 0 1 0 0 0 0 0 -1, то есть:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | B | | |
|  |  | 0 | 0 | 0 |
| A | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 |
| -1 | 0 | 0 | -1 |

Как видим, 1-й контраст типа Indicator сравнивает 1-ю градацию фактора A с 3-й его градацией, и в условиях присутствия взаимодействия каждый из двух ненулевых коэффициентов «расписан» между уровнями второго фактора (B) неравномерно, так, что всё записывается на счет B=3 (reference градация в B). То есть сравнение : делается на самом деле только в избранной градации B: . Понятно, что это не то же сравнение, что было выше при типе SIM. Это простой эффект, а не главный эффект. Таким образом, в условиях наличия в модели взаимодействий результаты для главных эффектов различатся у SIM и IND, и именно SIM следует предпочесть, если коэффициент при a1 должен выражать главный эффект.

* Рассмотрим 5-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1b1 и выражает смысл регрессионного параметра при этой переменной, являющейся статьей эффекта взаимодействия A\*B).

Этот контраст есть: A 0 0 0 B 0 0 0 A\*B 1 0 -1 0 0 0 -1 0 1. Заметим, что это то же самое, что было в этом месте у типа SIM. И действительно: результаты (регрессионные параметры = оценки контрастов) у типов SIM и IND совпадут – для контраст-переменных, являющихся статьями взаимодействия. Скажем *правило* в общем виде: результаты SIM и IND всегда одинаковы для эффекта высшего порядка, присутствующего в модели, и только для него. Как частный случай: если в модели нет взаимодействий, то результаты SIM и IND одинаковы для главных эффектов – что и было написано в характеристике этих двух типов в п/к TYPES.

* Интерцепт при типе IND равен в клетке “все факторы = reference-градация”.

ПРИМЕР 9. Тип отклонений в присутствии взаимодействия.

!KO\_catcont factors= g2 g3 /types= DEV ALL /inter= ALL /savelmx= 'd:\exercise\dev\_lmx.sav'.

get file 'd:\exercise\dev\_lmx.sav'.

format all (f6.4).

list.

* Макрос раскодирует факторы G2 (3 градации) и G3 (3 градации) в тип DEV. Заказаны взаимодействия между факторами. Объединенная L-матрица сохранена. В ней столбцы 1–3 отвечают главному эффекту A (= G2), столбцы 4–6 отвечают главному эффекту B (= G3), столбцы 7–15 отвечают эффекту A\*B ( = G2\*G3).
* Рассмотрим для примера 1-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1 и выражает смысл регрессионного параметра при этой переменной в условиях, если все 8 контраст-переменных выступают регрессорами, т.е. в условиях модели A B A\*B).

Этот контраст есть: A 2/3 -1/3 -1/3 B 0 0 0 A\*B 2/9 2/9 2/9 -1/9 -1/9 -1/9 -1/9 -1/9 -1/9, то есть:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | B | | |
|  |  | 0 | 0 | 0 |
| A | 2/3 | 2/9 | 2/9 | 2/9 |
| -1/3 | -1/9 | -1/9 | -1/9 |
| -1/3 | -1/9 | -1/9 | -1/9 |

Как видим, 1-й контраст типа Deviation сравнивает1-ю градацию фактора A с невзвешенным усреднением всех трех его градаций: , и в условиях присутствия взаимодействия эти контраст-коэффициенты (2/3, -1/3, -1/3) поровну «расписаны» между уровнями второго фактора (B), с которым A взаимодействует. Разница равномерно «размазана» по градациям B, и эта равномерность является залогом того, что a1 корректно (разумно) выражает главный эффект в присутствии взаимодействия. Отметим, что другие типы контрастов, кроме IND, поступают сходным образом.

* Рассмотрим 5-й ряд L-матрицы (этот контраст отвечает контраст-переменной a1b1 и выражает смысл регрессионного параметра при этой переменной, являющейся статьей эффекта взаимодействия A\*B).

Этот контраст есть: A 0 0 0 B 0 0 0 A\*B 4/9 -2/9 -2/9 -2/9 1/9 1/9 -2/9 1/9 1/9, то есть:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | B | | |
|  |  | 0 | 0 | 0 |
| A | 0 | 4/9 | -2/9 | -2/9 |
| 0 | -2/9 | 1/9 | 1/9 |
| 0 | -2/9 | 1/9 | 1/9 |

Как видим, 1-й взаимодейственный контраст являет разницу : (; регрессионный коэффициент при a1b1 будет этим сравнением.

* Интерцепт при типе DEV это средняя всех уникальных значений .

ПРИМЕР 10. Применение L-матрицы.

dataset name data.

!KO\_catcont factors= f1 f2 f3 f4 /types= SIM DEV POL DIF /inter= UP 3 /seq= EFFECT

/savelmx= 'D:\exercise\lmx.sav'.

match files /file= data /file= \*.

execute.

dataset name merged.

* Макрос раскодирует факторы F1, F2, F3, F4 в разные контраст типы. Затребовано создать и взаимодействия до 3-сторонних. L-матрица (главные факторы + взаимодействия) сохранена.
* Выходящий массив сшивается с входящим; дальнейшее делается на сшитом массиве MERGED:

regression /dependent y

/method= enter a1 b1 b2 c1 c2 c3 d1

a1b1 a1b2 a1c1 a1c2 a1c3 a1d1 b1c1 b1c2 b1c3 b2c1 b2c2 b2c3 b1d1 b2d1 c1d1 c2d1 c3d1

a1b1c1 a1b1c2 a1b1c3 a1b2c1 a1b2c2 a1b2c3 a1b1d1 a1b2d1 a1c1d1 a1c2d1 a1c3d1

b1c1d1 b1c2d1 b1c3d1 b2c1d1 b2c2d1 b2c3d1.

* Регрессия Y по всем созданным контраст-переменным; т.е. это эквивалент 4-факторного ANOVA с главными эффектами и всеми взаимодействиями до 3-сторонних.

autorecode a b c d /into a# b# c# d#.

manova y by a#(1 2) b#(1 3) c#(1 4) d#(1 2)

/contrast(a#)= simple /contrast(b#)= deviation /contrast(c#)= polynomial /contrast(d#)= difference

/print= parameters(estim) design(overall)

/design= a# b# c# d# a#\*b# a#\*c# a#\*d# b#\*c# b#\*d# c#\*d# a#\*b#\*c# a#\*b#\*d# a#\*c#\*d# b#\*c#\*d#.

* Действительно, MANOVA с исходными факторами дает те же результаты, что регрессия на контраст-переменных. Параметры – в таблице “Estimates”. (AUTORECODE понадобилось потому, что MANOVA требует числовых входящих, кодированных последовательными целыми).

unianova y by a b c d

/contrast(a)= simple /contrast(b)= deviation /contrast(c)= polynomial /contrast(d)= difference

/print test(lmatrix)

/design= a b c d a\*b a\*c a\*d b\*c b\*d c\*d a\*b\*c a\*b\*d a\*c\*d b\*c\*d.

* А это те же результаты, получаемые процедурой UNIANOVA (= GLM). Оценки контрастов (совпадающие с регрессионными параметрами выше) – в разделе “Custom Hypothesis Tests...”. Однако UNIANOVA не показывает – среди результатов контрастов – результатов, относящихся к взаимодейственным статьям. Мы видим только результаты, совпадающие с параметрами контраст-переменных a1, b1, b2, c1, c2, c3, d1, но не видим остальных параметров: a1b1, ..., b2c3d1. Чтобы получить их в UNIANOVA, необходимо прямо ввести полную L-матрицу, которую сохранил !KO\_CATCONT. В UNIANOVA такая L-матрица вводится через подкоманду LMATRIX:

get file 'd:\exercise\lmx.sav'.

format all (f14.12).

string a b c d ab ac ad bc bd cd abc abd acd bcd end (a5).

compute a= 'a'.

compute b= 'b'.

compute c= 'c'.

compute d= 'd'.

compute ab= 'a\*b'.

compute ac= 'a\*c'.

compute ad= 'a\*d'.

compute bc= 'b\*c'.

compute bd= 'b\*d'.

compute cd= 'c\*d'.

compute abc= 'a\*b\*c'.

compute abd= 'a\*b\*d'.

compute acd= 'a\*c\*d'.

compute bcd= 'b\*c\*d'.

compute end= ';'.

execute.

* Открываем сохраненную L-матрицу. Чтобы матрица была надежно estimable в UNIANOVA, выставляем формат с многими десятичными цифрами. Создаем текстовые константы из букв (имен факторов): главные и взаимодейственные эффекты. Они будут помечать в L-матрице блоки столбцов. Создаем также столбец END = точка-с-запятой (ею будет закрываться строка в LMATRIX).

summarize /tables=

a COL1 COL2 b COL3 COL4 COL5 c COL6 COL7 COL8 COL9 d COL10 COL11

ab COL12 COL13 COL14 COL15 COL16 COL17

ac COL18 COL19 COL20 COL21 COL22 COL23 COL24 COL25

ad COL26 COL27 COL28 COL29

bc COL30 COL31 COL32 COL33 COL34 COL35 COL36 COL37 COL38 COL39 COL40 COL41

bd COL42 COL43 COL44 COL45 COL46 COL47

cd COL48 COL49 COL50 COL51 COL52 COL53 COL54 COL55

abc COL56 COL57 COL58 COL59 COL60 COL61 COL62 COL63 COL64 COL65 COL66 COL67

COL68 COL69 COL70 COL71 COL72 COL73 COL74 COL75 COL76 COL77 COL78 COL79

abd COL80 COL81 COL82 COL83 COL84 COL85 COL86 COL87 COL88 COL89 COL90 COL91

acd COL92 COL93 COL94 COL95 COL96 COL97 COL98 COL99 COL100 COL101 COL102 COL103

COL104 COL105 COL106 COL107

bcd COL108 COL109 COL110 COL111 COL112 COL113 COL114 COL115 COL116 COL117 COL118

COL119 COL120 COL121 COL122 COL123 COL124 COL125 COL126 COL127 COL128 COL129

COL130 COL131

end

/format= list nocasenum /cells= none.

* Ставим созданные текстовые переменные-разделители блоков столбцов на правильные места. Эти правильные места макрос !KO\_CATCONT подсказывает вам в окне результатов всегда, когда задана п/к SAVELMX. Теперь пускаем SUMMARIZE и получаем в окне результатов готовую для ввода L-матрицу. Открыв таблицу, выделяем все ярлыки рядов и затем правым кликом: Select > Data Cells. Copy. Paste в подкоманду LMATRIX.
* Вместо SUMMARIZE можно было употребить LIST, но это не так удобно.
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dataset activate merged.

unianova y by a b c d

/print test(lmatrix)

/lmatrix=

[PASTE THE MATRIX HERE]

/design= a b c d a\*b a\*c a\*d b\*c b\*d c\*d a\*b\*c a\*b\*d a\*c\*d b\*c\*d.

* Результаты – оценки контрастов в таблице “Contrast Results (K Matrix)” – совпадают с регрессионными параметрами, полученными ранее на контраст-переменных, причем мы видим в окне результатов статьи не только главных эффектов, но и взаимодействий.
* Удобство L-матрицы контрастов в том, что ее ряды (контрасты) можно вводить в подкоманды, подобные LMATRIX, выборочно. Оценки контрастов будут те же, что при вводе полной L-матрицы, покрывающей всю предсказательную модель. Например, в данном примере мы, положим, могли бы ввести в LMATRIX только 2-й и 3-й ряды (они отвечают контрастам b1 и b2). Их результаты оказались бы по-прежнему равны регрессионным параметрам у b1 и b2 в условиях множественной регрессии со всеми переменным от a1 до b2c3d1.

***Особые режимы***

Макрос не рассчитан на расщепленное состояние массива. Взвешенность наблюдений игнорируется. Макрос слушается фильтрации (FILTER, SELECT IF, USE и др.) и временных (под TEMPORARY) операций.

1. Исключением является тип IND, где det(SSCP) не нулевой. По этой причине возможно вводить в качестве предикторов набор из *k* фиктивных (dummy) переменных в том случае, если модель *без* интерцепта. [↑](#footnote-ref-1)
2. «сверх» означает последовательный инкремент. Пусть X есть фактор как мерная переменная. Тогда «линейная» контраст-переменная линейно эквивалентна X. «Квадратная» контраст-переменная линейно эквивалентна остатку от линейного предсказания X2 от X. «Кубическая» контраст-переменная линейно эквивалентна остатку от линейного предсказания X3 от X2 и X, и так далее. [↑](#footnote-ref-2)
3. Тип WPOL = POL при сбалансированном факторе. [↑](#footnote-ref-3)
4. SPSS Statistics может иногда сообщить: “The determinant has a magnitude too small to be represented”. Это не ошибка макроса и в порядке вещей. [↑](#footnote-ref-4)